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Abstract - This paper describes a design method for highly 
reliable digital circuits based on totally self checking blocks 
implemented in FPGAs. The dependability model and 
dependability calculations are proposed. The self checking blocks 
are based on a parity predictor. These blocks are linked together 
to form a compound design. Our adapted duplex system is used 
as a basic structure to increase availability parameters and 
protect system against Single Even Upsets (SEUs). This adapted 
duplex system is realized by two FPGAs, where each FPGA can 
be reconfigured when a fault is detected. Availability parameters 
have been calculated by dependability Markov models.  
 

I. INTRODUCTION 
 

This paper presents a method how to design the fault-
tolerant system based on FPGAs and the evaluation of the 
whole design based on formal dependability modeling and 
computations.  

Our structure increases availability parameters together 
with ensuring a relatively low area overhead compared with 
classical methods such as duplication or triplication [1]. Our 
solution assumes a possibility of the dynamic reconfiguration 
of the faulty part of the system. The most important criterion 
is the speed of the fault detection and the safety of the whole 
circuit with respect to the application requirement. 

The FPGAs are based on SRAM memories sensitive to 
Single Even Upsets (SEUs), therefore simple usage of FPGA 
circuits in mission critical applications without any method of 
SEUs detection is impossible. The evaluation the effect of 
SEUs on FPGAs are described in [2,3]. A design flow for 
protecting FPGA-based systems against single event upsets is 
described in [4].  

The term dependability is used to encapsulate the concepts 
of reliability, availability, safety, maintainability, 
performability, and testability. Availability is a function of 
time, A(t), defined as the probability that a system is operating 
correctly and is available to perform its function its functions 
at the instant of time ,t [5]. We use availability computation to 
compare our modified duplex system with standard duplex 
system. 

The following structures are vulnerable to SEUs: mux 
select lines, programmable interconnect point states, buffer 
enables, LUT values, and control bit values. Any changes of a 
mux select lines, programmable interconnect point states or 

buffers lead to a significant circuit function change but the 
function change is hardly detected for SEUs impacted in 
LUTs [3]. 
 

II. PROPOSED STRUCTURE 
 

Our previous results show that to fully satisfy TSC property 
(100%) is difficult, so we have proposed a new structure based 
on two FPGAs, see Figure 1.  

Each FPGA has one primary input, one primary output and 
two pairs of checking signals OK/FAIL. The probability of the 
information correctness depends on the FS property. When the 
FS property is satisfied only to 75%, the correctness of the 
checking information is also 75%. It means that the signal 
“OK” give a correct information for 75% of occurred errors 
(the same probabilities for both signals “OK” and “FAIL”). To 
increase the dependability parameters we must add two 
comparators, one for each FPGA. The comparator compares 
outputs of both FPGAs. The fail signal is generated when the 
output values are different. 
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Figure 1. Reconfigurable duplex system 

 
 But this information is not sufficient to determine, which 

TSC circuit is wrong. Additional information to mark out the 
wrong circuit is generated by the original TSC circuit. The 
probability of the information correctness depends on the FS 
property and in many cases it is higher than 75%. In a case 



when outputs are different and one of the TSC circuits 
signalizes fail function, the wrong FPGA is correctly 
recognized. Correct outputs are processed by the next circuit. 

The reconfiguration process is initiated after a fault is 
detected. The reconfiguration solves two problems: 
localization and correction of the faulty part. The time needed 
to localize the faulty part is not negligible and must be 
included in the calculation of dependability parameters. We 
only detect the faulty FPGA and we reconfigure it completely. 
It means that we do not localize the faulty block inside the 
compound design. The time to localize a fault and to 
reconfigure the faulty part can be similar to the time to 
reconfigure the whole FPGA. The whole FPGA 
reconfiguration also masks a fault which occurred in an 
unused logic. The reconfiguration process can be initiated also 
when one of the two FPGAs signalize the “FAIL” signal. This 
situation occurs when a fault is detected by one of the small 
TSC blocks inside the compound design. The fault 
propagation to the primary outputs may take a long time.  

When the outputs are different, and both circuits signalize a 
correct function, we must stop the circuit function and the 
reconfiguration process is initiated for both circuits. After the 
reconfiguration process is performed, states of both FPGAs 
are synchronized. It means that our adapted duplex system can 
be used in an application where the system reset 
synchronization is possible. 

Each FPGA contains a TSC circuit and a comparator. The 
TSC circuit is composed of small blocks where each block 
satisfies the TSC property. The structure of the compound 
design satisfying the TSC property is shown in Figure 2. 

We can assume six places where an error can be observable 
for this compound design. We assume, for simplicity, that an 
error occurring in the check bit generator will be observable at 
the parity nets (number 1) and an error occurring in the 
original circuit will be observable at the primary outputs 
(number 5). 

The checker in the block N will detect the error if it occurs 
in net number 1, 2, 4 or 5. If an error occurs in the net number 
3 or 6, it will be detected in the next checker (N+1). The 

method used to satisfy the TSC property for the compound 
design is described in [6] in more detail. 

Every small block (in compound design) does not satisfy 
TSC property to 100%. The TSC property depends on FS and 
ST properties which are also not satisfied to 100%. For 
dependability computations, we find the block with the lowest 
FS property value in the compound design. 

III. DEPENDABILITY ANALYSIS 
 
The model shown in Figure 3 describes model of our 

architecture. 
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Figure 3. Model of our modified duplex system 
 
There are three states (O, F, H). 
The O state (operational) represents the regular fault-free 

state of the system, where both FPGAs operate correctly. It 
means that the fail function is signalized neither by TSC 
circuit, nor by comparator. 

There is transition from O to F state (one FPGA is faulty) 
corresponding to the situation when a fault occurs in one 
FPGA and this fault is detected by one of TSC circuits. The 
system enters this state with a probability FS. λ is the failure 
rate for one bit of a configuration memory and s is the size of 
a configuration memory. Number 2 (in the 2λsFS expression) 
means that 2 FPGAs can be affected with SEUs. The 
reconfiguration process is initiated only for the faulty FPGA. 
The repair rate is represented by µ. The second FPGA is 
running correctly and performs the function of the system.  

Some faults are not detected, when the output vector is an 
incorrect codeword. The probability that an occurred fault 
causes incorrect codeword is equal to 1-FS. In this case the 
system comes to the state H. 
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Figure 2. Proposed structure of TSC circuits implemented in FPGA 

 



The H state (hazard) means that the system is in the hazard 
state. The hazard state is detected (e.g., by comparators), 
because the output vectors are not identical.  

Both FPGAs have to be reconfigured in this case. The 
repair rate is equal to µ/2, because we are reconfiguring each 
FPGA separately. If we are able to reconfigure both FPGAs at 
the same time, the availability parameters will increase.  
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The value of the steady-state availability ASS is a sum of 
probabilities for all working states (Equation 2). 

 
IV. RESULTS 

 
The failure rate (λ) depends on the probability that the 

impacting SEUs will change a bit in the FPGA configuration 
memory. Due to this fact we took into account the result 
presented in [3] and set the failure rate to: 

 
][8.1 15 −−= heλ  

 
The repair rate (µ) depends on the time needed for the 

reconfiguration of an FPGA. The clock frequency was set to 
25 MHz. The configuration memory size s (needed for each 
benchmark) was calculated as a product of the configuration 
memory size for AT94K40 ATMEL FPSLIC and the circuit 
area overhead (AO[%]). 
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The results obtained by our case study were validated on 

MCNC benchmarks. Our results are shown in Table 1.  
 

TABLE 1. 
AVAILABILITY PARAMETERS 

CIRCUIT AO [%] FS [%] ASS [%] 

alu11 687,5 100 1 
apla 53,3 82,8 0.9999912 
b11 7,9 75,5 0.9999938 
br1 20,0 62,9 0.9999847 
al2 11,5 94,3 0.9999985 
alu2 140,0 92,5 0.9999906 
alu3 121,4 90,3 0.9999897 

 

Here “CIRCUIT” is benchmark circuit, “AO” is the area 
overhead, “FS” is a probability, that a fault is detected by code 
word and “Ass” is the steady-state availability. 
 

V. CONCLUSIONS 
 
Our presented structure has been designed to increase the 

dependability parameters of a circuit implemented in FPGA. 
We figured out that the availability parameter depends on the 
FS property more than on the area overhead. But if the FS is 
not 100%, the area overhead parameter value is strictly limited 
by the availability value of the standard duplex system. When 
this value is surpassed, the availability is inferior to the 
standard duplex system. We can summarize that for the tested 
benchmarks the availability parameters have increased. E.g., 
“apla” with 82.8% of FS and 53% of area overhead the time, 
when the system is unavailable is about 2.5 shorter than for 
the standard duplex system. 
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