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Abstract—As digital devices penetrate to many areas important for the present society, it is important to analyze even potential threats to mitigate vulnerabilities during their lifetime. In this paper, we analyze the data dependency of the photocurrent induced by a laser beam in the illuminated CMOS circuit. The data dependency may introduce potential threat(s) originating in the nature of the CMOS technology. The data dependency can be potentially misused to compromise the data processed by an embedded device. We show that also the devices employing dual-rail encoding to hide data-dependency are not safe.

I. INTRODUCTION

In past years, the research of the security aspect of digital design and manufacturing processes itself attracted many researchers leading to a substantial scientific effort [1], [2], [3]. The research of weaknesses embedded into the digital design during the design and manufacturing phase is indeed very important. As digital devices continue to provide more vital services to our society [4], hidden security pitfalls may lead to significant damages [2], [3]. Especially, embedded device(s) security influences property and privacy protection of any being – a part of the present society [2], [5].

Attacks to embedded devices are often classified as non-invasive, semi-invasive, and invasive [6]. Any attack class considers different attacker(strength) model, knowledge level, and available resources. A non-invasive attack, like differential power analysis (DPA) [7], [8], [9] requires only the knowledge of the algorithm, while invasive attacks may require even the detailed circuit layout knowledge [10].

Designers fighting with potential security threats often employ so-called attack countermeasures to make potential attacks more difficult. When concentrating on invasive fault injection attacks, the technology node itself may be understood as an attack countermeasure [11]. Behind this approach, there is a simple idea: “small parts (e.g. flip-flops) are hard to target” – in other words: it is hard, or even impossible, to induce a non-random fault into a specific location, if this location is too small [11].

Skorobogatov has shown, that reading individual bits from digital devices is possible when transistor sizes are large enough to allow precise laser beam localization on a single transistor [10], [11]. In the same paper, Skorobogatov argues that using deep-submicron technology, with very small transistors, is de-facto a countermeasure.

In [12], we described how to overcome the mentioned size-limitation in a special case: mounting an attack to a combinational circuit, namely the majority voter, which serves as an amplifier of a single bit to the power consumption side-channel. Such side-channel emission may lead to disclosing that bit. In this paper, we continue beyond to more general principles behind consequences described in [12].

In this paper, we describe data dependency of static current. Normally, it is very small and therefore hidden in noise. Yet, [11] showed that it can be modulated or amplified by light, in our case, a laser beam targeted to the combinational part of the CMOS circuit. In particular, the power consumption imprint of the logic gate illuminated by a laser beam depends on laser beam parameters and the values at the gate inputs.

The data dependency of the static current leads to a general method, which can be used to (partially) disclose input values in any combinational circuit, which is a part of a bigger system. This can be an issue for systems operating with sensitive data, e.g. crypto-units or security enclaves. We use SPICE simulation to realistically demonstrate that combinational logic can be exploited to significantly decrease the entropy of the value processed by the circuit under attack.

The presented method, which can potentially compromise the security of digital circuits, is actually a combined attack [13]: an optical attack is combined with (simple) power analysis [6]. A precise control over a laser beam location is required: if the laser beam is targeted on the combinational logic, it induces a data-dependent current flow. The requirement of a precise laser beam location control may appear strong, however, there is a long history of using lasers for diagnostic purposes in digital design [14]. When the logic selected as the target of illumination is large enough, the targeting is completely possible and proved [1], [10], [15], [16], [17].

The rest of the paper is structured as follows: in Section II, the data dependency of the static current in common CMOS gates is described; in Section III, the photoelectric laser simulation is briefly described; in Section IV, the data-dependent behavior of CMOS gates illuminated by a laser beam is described; in Section V, we explain, why dual-rail encoding cannot be used as a vital countermeasure; Section VI describes how the presented method reduces entropy of data processed by embedded device; in Section VII, the discussion is provided and Section VIII summarizes the paper. Appendix A contains notes related to the simulation and experiment replicability.

II. CMOS GATE POWER ANALYSIS

A static CMOS logic gate in general has an NMOS pull-down transistor network (N) and a PMOS pull-up transistor...
network (P) [18], as illustrated in Figure 1. The P/N parts arrangement ensures, that only one of both parts is ON and the other is OFF for any combination of input values.

The static CMOS gate requires a significant amount of energy to change its state – it is called *dynamic power*. The dynamic power is expressed by the (integral) equation [18]:

\[
P_d = C \cdot V_{dd}^2 \cdot f,
\]

where \( V_{dd} \) is the *supply voltage*, \( f \) is the *switching frequency*, and \( C \) is the *load capacitance* being charged/discharged. The load capacitance of a single gate is only charged/discharged when the output of the gate changes from \( 0 \rightarrow 1 \) or \( 1 \rightarrow 0 \). The dynamic power of the whole circuit, is, together with statistics employed in passive attack schemes like DPA, used to disclose a secret value: the widely used Hamming distance model [7], [9] in fact reflects the switched load capacitance.

The other component of CMOS gate power consumption, called *static power*, was addressed by several works since 2007 [19], [20]. The Leakage Power Analysis attacks (LPA) were introduced, but the static power security effects still remain on the edge of interest up today. The static power can be expressed by the following (integral) equation [18]:

\[
P_s = I_s \cdot V_{dd},
\]

where \( V_{dd} \) is the *supply voltage* and \( I_s \) is the *static current*. It is not surprising, that \( I_s \) for a particular gate depends on many variables including manufacturing process parameters and variability, logic gate geometry (parallel vs. serial connection of transistors), and size.

One of the important parameters influencing the static current are logic values at the gate inputs – the *gate input pattern*. We simulated the static current for different input patterns for three standard CMOS gates [18] (2-input NAND, NOR, and XOR gates), namely the NAND2X1, NOR2X1 and XOR2X1 standard cell netlists were simulated – see the cell layouts in Figure 2. The results are shown in Figure 3.

Although the absolute difference of min/max currents for a single gate is very small, namely the maximum observed difference is below 7 nA for all simulated two-input gates, **data dependency is observable**.

To disclose the influence of the cell geometry and NMOS/PMOS transistors properties, we performed an additional simulation of transistor structures, which are not met in static CMOS gates\(^1\). The *structures of interest* are parallel/serial combinations of NMOS (n) and PMOS (p) transistors. The simulated structures are shown in Figure 4. The static current for all non-short “switch” states was obtained by simulation.

Simulations of the *switch* structures in Figure 4 have shown, that:

(i) in structures (a) and (c), the static current is influenced (mainly) by the state of the PMOS transistor – the dependency on any combination of NMOSes is distinctly less significant;

(ii) for NMOSes, it holds, that the serial structure (a) introduces a stronger data dependency than the parallel structure (c). Naturally, there is a difference in the static current when opening (only) the top or (only) the bottom transistor because of induced drain/source voltage differences;

(iii) for structures (b) and (d), we observed very little (almost none) data dependency on the (single) NMOS transistor state;

\(^1\)Note, that in published SPICE models, the “switch” models are denoted as dynamic gates, as their layouts correspond to dynamic gates.
(iv) for PMOSes, in contrast to NMOSes, the parallel structure (d) introduces a bit stronger data dependency than the serial structure (b). This is apparently caused by lower hole mobility in PMOSes.

As static CMOS gates combine parallel/serial structures exercised in the previous paragraph, the resulting behavior is a “cocktail” of behaviors described above.

Taking the behavior simulations into account, the results provided in Figure 3 may be interpreted as follows:

(1) the NAND2X1 cell is the most asymmetric one, which is caused by the NMOS serial and PMOS parallel arrangement;

(2) the XOR2X1 cell power imprint allows a clear distinction of the XOR output state, which demonstrates the symmetry of the XOR gate;

(3) the NOR2X1 power imprint is very narrow compared to the other two gates, which is apparently caused by the serial arrangement of PMOSes (introducing low conductivity when one of them is closed).

As the static current differences are very small, evaluation of the static power is very impractical in reality: when taking any complex digital circuit as an example, the static current can only be measured for a group of hundreds or even thousands of gates at once. This cocktail effect in connection with measurement inaccuracy and manufacturing variances (which were not included in SPICE simulations and may change the static currents [21]) results in a situation, where finding a correlation between the circuit static power and data at any real and useful circuit inputs is almost impossible.

III. CMOS PHOTOELECTRIC LASER STIMULATION

In the next sections, we demonstrate how the static power consumption of a specified chip area can be modulated by a laser beam to increase the visibility of the useful information in the side-channel. First of all, the photoelectric Laser Simulation will be briefly described.

The principle behind the Photoelectric Laser Stimulation (PLS) of a specified silicon chip area is based on the photoelectric effect. The laser beam passing through silicon creates, as a result of energy absorption, electron-hole pairs along its path. In Space Charge Regions (SCR) of PN junctions, the generated electron-hole pairs are separated by the internal electric field, and thus an Optical Beam Induced Current (OBIC) is generated [15], [22].

To perform an accurate electrical simulation of this process, accurate models of the transistor under laser stimulation are required. Sarafianos et al. published a series of papers related to Photoelectric Laser Stimulation (PLS), incrementally describing the electrical model of the pulsed photoelectric laser stimulation of an NMOS and PMOS respectively, e.g. [15], [16], [17]. Based on their work, we compiled the SPICE models, which are mounted on a public technology node (see Section A). The models are described in [12] and published online for better experiments replicability.

For better idea about the PN junction-related photocurrent in CMOS, the modeled PN junctions – p+/n-well, n+/p-sub and p-sub/n-well – are shown in Figure 5 (for CMOS technology details refer to, e.g. [18]).

IV. DATA-DEPENDENT POWER IMPRINT OF CMOS GATES UNDER PLS

In Section II, we have shown, that the static power of a single gate is data-dependent. However, this dependency cannot be used to obtain useful data from the circuit, because of low measurement resolution and the cocktail effect, which mixes static currents of thousands of gates in one circuit together.

In this section, we demonstrate how the static power consumption of a single gate can be modulated by a laser beam to obtain useful information. This might be a security pitfall hidden in many designs.

The idea behind the static power analysis of the illuminated gate is as follows: if a single gate (standard cell) is illuminated, its data-dependent static power consumption is amplified, and thus made visible in the power trace of the whole circuit (refer to simple power analysis – SPA).

Figure 6 shows the static current consumption of three standard cells under PLS for different input patterns, as simulated in SPICE with 50mW laser power.

Note, that in our experiments, we omitted n-well/p-sub PN-junction currents, which are not data dependent (but only structure dependent). Thus, the currents presented in this paper are in fact lower than currents observable in reality (when illuminating a real CMOS circuit). Only data-dependent currents were simulated, thus the data-dependent differences remain equal.

Compared to Figure 3, Figure 6 shows a significant difference in data-dependent power consumption: the laser beam provides the static current amplification, moving current differences from nanoamps in Figure 3 to microamps in Figure 6.

The XOR2X1 cell is bigger than the other two gates causing a higher current in the area of the cell.
For both – NOR2X1 and NAND2X1 cells, it is possible to distinguish gate output values from the power traces (for NAND2X1: 00, 01, 10 → 1 and 11 → 0; and for NOR2X1: 01, 10, 11 → 0 and 00 → 1). Additionally, for XOR2X1 and NAND2X1, the input patterns can be distinguished clearly – the differences are above 8 μA.

The difference will be more significant for higher laser powers, as demonstrated in Figure 7 for the NAND2X1 cell and in Figure 8 for the NOR2X1 cell. For XOR2X1, the cocktail effect leads to a bit different situation, as displayed in Figure 9, however the dependency on the laser power is evident. For completeness, the data dependency of the single-input inverter (INVX1) is shown in Figure 10. The data dependency of the inverter shows the analogy with the NAND2X1 gate. Bigger negative current component of NAND2X1 for 00 (compared to 0 in INV2X1) is given by the parallel composition of PMOSes in NAND2X1.

Previous paragraphs summarized how the static current of a single gate can be modulated by a laser to disclose the state of a single gate. Let us expect that such a gate is a part of a bigger circuit and the task is to obtain the gate input pattern. To accomplish this task, several requirements must be met:

(i) the gate must be big enough to allow precise laser beam targeting to the gate area only;

(ii) it will be helpful, if the other circuit activity will be inhibited, e.g. by holding its clock signal stable;

If both requirements are met, the (static) consumption of a single gate under (laser beam) illumination will be distinguishable in the power trace of the whole circuit. The advantage of the described method is that the induced photocurrent value can be modulated by the laser power: increasing the laser power increases the current – see Figure 7 for results related to the NAND2X1 cell. The current difference saturation for laser powers above 500mW (and 300mW respectively) is well distinguishable in Figures 7 and 8 and 9.

For 3-input gates, the situation is slightly more complicated: the cocktail effect causes that just Hamming Weights of the processed data are easy to distinguish. See Figures 11 and 12.

We identified, that the serial arrangement of NMOS transistors (NAND2X1 and NAND3X1) implies the strongest and simple to identify data dependency. Additionally, complete opening/closing of the pull-up (PMOS-based) part of the transistor – see Figure 1 – is also well observable. This allows to clearly distinguish corner input patterns, whose open transistors are connected in series (e.g. 00 for 2-input NOR and 11 for 2-input NAND). These conclusions are in relation to the results presented in Section II.
V. DUAL-RAIL IS NOT SAFE

As the presented method allows to reveal the input patterns of the combinational circuit, one could argue that the so-called uniform power consumption countermeasures will successfully prevent any probing attack. Nevertheless, such methods, frequently based on dual-rail encoding [23], were designed to balance the dynamic power. However, the presented method exploits the differences in the geometry and the data dependency of the static power modulated by a laser beam.

Dual-rail circuits are composed such a way, that every bit value is encoded using two wires and every gate is replaced by a pair of complementary gates to increase the robustness or introduce uniform power consumption.

Even when the circuit is designed as a dual-rail circuit and complementary gates are placed such a way, so that it is impossible to target a single gate without affecting its complement, the method is still able to disclose the dual-rail gate input patterns, or at least decrease the entropy of the input pattern – to find the most probable input patterns.

In Figure 13, the data-dependency of the dual-rail WDDL-type gate composed of two standard cells is provided. The conventional WDDL (Wave Dynamic Differential Logic) [24] approach was used to construct the mentioned gate – the gate is composed of two standard cells, namely NAND2X1 and NOR2X1, thus the power consumption is the sum of consumption of both gates, whose were balanced with equal load capacitance.

According to the best of our knowledge, many dual-rail circuit design styles (and actual designs) will suffer from this behavior, because of differences in gate geometries, whose cannot be removed [23], [24], [25].

VI. USING PLS TO DECREASE THE PROCESSED DATA ENTROPY

In Sections IV and V, we have shown, how it is possible to distinguish patterns at a single (or a pair of) CMOS gate inputs (or outputs) in the case, where the gate is embedded into a larger circuit.

This method can help to disclose bit-values in the circuit, where CMOS gates are large enough to be targeted by a laser beam. However, this is not the case for deep-submicron technologies. In this section, we provide brief instructions on how to mount the photocurrent method to such circuits.

Given that the power imprint (current-data dependence model for given laser power) of all cells used in the circuit under illumination is available, it is possible to obtain the most probable pattern at the combinational circuit input. This is possible to realize for reasonably small combinational circuits only, where the summary data-dependent power is the cocktail of gate powers.

Let us consider a combinational sub-circuit, which is a part of a bigger (sequential) circuit. This can be any digital circuit, e.g. AES coprocessor. The selected combinational sub-circuit is large enough to allow illumination of its area only. The number of the sub-circuit inputs is \( n \), thus there are \( 2^n \) input patterns. The proposed procedure to decrease the entropy – selecting the subset of \( 2^n \) input patterns containing just the inputs corresponding to the photocurrent power imprint – of the input patterns set – is as follows:

(i) make the clock signal stable at the moment, when values that need to be disclosed (e.g. secret key bits) are at the sub-circuit input;

(ii) illuminate the sub-circuit by using a defined laser power and perform the power measurement;

(iii) based on the gate power models (or sub-circuit power models in general), compile the power model of the sub-circuit under illumination by evaluating the expected power for all \( 2^n \) input vectors (patterns);

(iv) in the power model, find the vectors with the smallest difference from the measured power.

To be more illustrative, let us have a look at a particular example in Figure 14. The Figure illustrates two data dependent power models of the C17 circuit (mapped to NAND2X1 cells), which is widely used for illustration purposes [26].

If the 5-input C17 circuit is understand as a black-box with no side-channels, the entropy of its input pattern would be:

\[
S_{C17} = \log_2 2^5 = 5 \text{ bits}
\]

Based on the knowledge of the illuminated circuit schematic, the current consumption model for all \( 2^5 \) input patterns can be compiled, when power models of all building blocks (cells) are known – in the case of C17 circuit, only the NAND2X1 cell is used. The column Modeled photocurrent in Figure 14 shows the modeled currents. Only 20 different data-dependent current values occur for this model – some of the values repeat, as the gate state combinations repeat. As shown in Figure 14, the same current is generated by three inputs at maximum. As a result, the entropy, based on this model, is:

\[
S_{C17M} = \lceil \log_3 3 \rceil = 2 \text{ bits}
\]

The schematic-based model however hides some of the circuit properties influencing the resulting data-dependent current consumption. The column Simulated photocurrent in Figure 14 shows the results for the whole netlist SPICE simulation. One can observe significant differences compared to the Modeled photocurrent column – the schematic-based model is misleading!

The positive outcome of the complete circuit simulation is, that \( 2^n \) unique data-dependent current values occur, thus the
Fig. 14. Example of the data dependent power modeling for the C17 circuit; the C17 circuit is composed of 6 NAND2X1 standard cells; the Modeled photocurrent column shows the resulting currents for the composition of gate models and the Simulated photocurrent column shows the currents coming from the C17 netlist simulation.

The entropy based on this model, which reflects the reality closer than the previous one is:

\[ S_{C17^{\text{opt}}} = \lceil \log_2 6 \rceil = 3 \text{ bits}, \]

what is 2 bits less than for the C17 circuit as a black box.

One can wonder, why there is a difference when both modeled photocurrents are based on SPICE simulation under the same conditions. The reason is, that the model based on gate powers was intentionally simplified: the NAND2X1 standard cell data-dependence model (lookup-table) has only 4 rows: 00, 01, 10 and 11, but a precise model would require to be more detailed. As the laser beam induces the current flow through illuminated transistors, it also causes the voltage drops at gate outputs. Thus, logic 0 used in the simplified model may be 0.1V or 0.3V in reality (depending on the laser power), but the model was compiled with inputs equal to VDD for logic 1 and VSS for logic 0 respectively. The output voltage differences are reflected by the second model.

The unmodelled voltage drops limits the simpler model scalability. It follows that it is advantageous to keep the laser power as low as possible to keep the model scalable and as simple (or as accurate) as possible at the same time because higher laser power will cause more significant voltage drops at gate outputs.

In reality, the inaccuracy described for the simple model will not be the only source of total inaccuracy; at least the manufacturing process variability will make things more complicated; moreover: obtaining a precise current model for logic cells (or subcircuits in general) can be very challenging. Naturally, the alternative to SPICE simulations are physical measurements, but it is not always possible to perform them.

Nevertheless, we believe that a procedure similar to the described one, may lead to a decrease of the input pattern entropy for any combinational (sub-)circuit. This fact potentially influences the security of a wide class of CMOS devices.

VII. DISCUSSION

The presented method, in theory, allows to use a laser beam to obtain data processed by a combinational sub-circuit in a complex digital device. Although the simulations show that the current differences, for the selected technology, are in the order of micro amps, real measurements must be performed to confirm the simulations.

The feasibility of the measurement may be limited in practice due to the presence of additional sources of photocurrent coming from surrounding logic or simply by noise. However, we believe that due to the significant difference in simulated currents, the presented method requires attention.

The advantage of the presented method is that the laser power can be increased in order to increase the significance of the response. Additionally, when the circuit activity is suppressed (the clock signal is stable), the photo-induced current is not pulsed but continuous, which simplifies the measurement.

The requirement of having control over the clock signal may be strong or weak depending on the implementation of the specific circuit. In the case where the circuit uses an external clock source, it is simple to meet this requirement.
The disadvantage of increasing the laser power is, that gate outputs may change: this may cause “partially open” or “partially closed” transistors instead of “open/closed” transistors. This leads to a limited scalability of the modeling: composition of simpler building block models into a complex structure model leads to inaccuracy or more complicated model composition (based on analog, not logic simulation).

If the laser power is low enough (and laser is targeted properly), no permanent fault is introduced into the device by the presented method, as only combinational logic is illuminated by the laser. Thus, fault-detection or intrusion detection mechanisms used as countermeasures may be overcome [1].

Naturally, there is a limit for the laser power, conditioned by devastating heating of the chip area.

The advantage of the presented method targeting combinational logic (instead of flip-flops or single transistors) is that the area affected by a laser beam may be significantly bigger. Thus, the presented method is usable for deep submicron devices.

Multiple metal layers in present devices may lead to the method efficiency reduction. This may lead to the need for illumination of the back-side of the die, causing higher data-independent currents [11].

The method presented in Section VI has strong requirements: it is not only necessary to know the circuit layout, but also the current imprints of the circuit (or the circuit’s building blocks) under illumination. It may be very challenging to obtain accurate current models: the simulation can be far away from reality; data obtained from specially manufactured samples can be burdened by measurement errors, and differences in the manufacturing process and profiling [27] may be difficult.

Skorobogatov and Anderson have shown that it is possible to perform optical attacks with very cheap equipment [10]. However, environmental stability and replicability of the experiment (which is required by the presented entropy decreasing method) may require a relative costly equipment.

Although we have shown, that dual-rail based design styles may not provide sufficient level of security, very symmetric (both gate and transistor level) approaches employing dual-rail logic, e.g. carefully placed Seclib [28], may provide solid attack resistance.

**VIII. CONCLUSIONS AND FUTURE WORK**

In this paper, we have shown how the static power of a selected CMOS sub-circuit, which is data dependent, can be modulated by a laser beam. This may lead to a visibility of the processed data in the device’s power trace.

Although the simulation have shown that the current differences are in the order of microamps, real measurements must be performed to confirm the simulations.

The method allowing to use a laser beam to obtain potentially sensitive data processed by a combinational sub-circuit in a complex digital device has been provided. Although the method has strong requirements, we believe that the research of its potential requires attention.

We have identified that the arrangement of transistors – in NAND2X1 or NAND3X1 – implies the strongest and simple to identify data dependency. This increases the severity of the potential threat, as NAND gates are preferred due to smaller size and delay in digital design (optimization).

Additionally, we have shown, that dual-rail approaches cannot be simply used to fight against the potential attacks based on the presented method.
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decided to mount their models to publicly available technology node to increase the experiment replicability.

A. Technology node
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All layouts were synthesized by using the TSMC 180nm technology provided by Oklahoma State University (OSU), which is distributed with Qflow.

The synthesis procedure was as follows: the “top” tools in Qflow were skipped and instead these steps were performed manually. The design started from a schematic, the circuit was translated to a BLIF\(^{30}\) representation expressing the gate mapping, which is accepted by the place&route stage of Qflow. Qflow was then used to produce the layouts and also the SPICE netlists.

The resulting SPICE netlists were modified by hand – the transistors were replaced by transistors under PLS models – and used for simulation.
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