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Abstrakt

Tato práce se zabývá slovńımi slovńıkovými metodami komprese dat, specific-
kou část́ı bezztrátových metod komprese dat. Součást́ı publikace jsou rovněž
některé znakově orientované slovńıkové metody, předevš́ım z rodiny LZ algo-
ritmů, potřebné k pochopeńı složitěǰśıch slovńıch metod. Stěžejńı d́ılem práce
je popis implementovaných algoritmů pro slovńı slovńıkovou kompresi dat,
jejich modifikaćı a předevš́ım výsledky provedených test̊u, stejně jako jejich
vyhodnoceńı. V publikaci jsou zároveň uvedeny detaily implementace aplikace
a jej́ı uživatelská př́ıručka.

Kĺıčová slova Komprese dat, entropie, slovńı algoritmy komprese.

Abstract

This thesis is concerned with word-based dictionary methods of data compres-
sion. The word-based dictionary methods are part of lossless data compression
methods. The character-based dictionary compression methods, especially
from LZ-algorithms family, are a part of this issue. These compression meth-
ods are very important to understand more difficult word-based ones. The
main sight of this publication is description of implemented word-based dic-
tionary compression algorithms. Modifications of these methods and results
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of experiments are included too. There are also details contextual with imple-
mentation of the application and its user manual. The objective of this thesis
is examination of word-based dictionary data compression methods, possibil-
ities of their improvement and their implementation linked with experiments
on well-known data compression corpuses.

Keywords Data compression, entropy, word-based algorithms.
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Introduction

This text is based on diploma thesis of Jakub Jaroš.

Motivation and objectives

The amount of information is rapidly growing up. The main technique of re-
ducing loads of space needed to store data or reducing time needed to transmit
data is data compression. The size of data reduction is achieved by removing
the excessive information. The efficiency of data compression algorithms can
be compared by compression ratio, time of compression and/or decompression
and size of used memory. Each of these consequences unfortunately mutually
interacts. The data compression algorithms can be divided by many factors,
for example by the information loss: lossless compression algorithms and lossy
ones. Lossless means that the compression processes is fully reversible and de-
compressed data is identical to the original data. These algorithms are best
suited for documents, programs and other data where loss is unacceptable.
Lossy algorithms irreversibly remove some parts of data and only an approx-
imation of the original data can be reconstructed. These algorithms achieve
better compression efficiency than lossless algorithms, but compression is lim-
ited to branches where some loss is acceptable (audio, video, images etc.).
This thesis focuses on lossless algorithms especially the dictionary ones, which
are established on likenesses of compressed, mostly textual, data, and their
properties.

Problem statements

The main sight of the thesis is a part of textual algorithms named word-
based which deals with texts in languages (natural, formal etc.). All of texts
in natural languages (and also in other languages) have a specific structure.
They can be divided into sentences, which can finish by a period, a question
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Introduction

mark, or an exclamation mark. Each sentence consists of words that are
separated from each other by space and/or punctuation marks. Word-based
compression algorithms, where alphabet consists of words, take advantage of
these strictly defined structures, repetitions of sequences of words and spaces,
repetitions of whole sentences.

State of the Art
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Chapter 1
Data compression

This thesis was submitted at Czech Technical University in Prague (see Fig-
ure 1.1).

1.1 Notions and definitions

The source message consists of source units, which can be defined as alphabet
symbols or sequence of alphabet symbols (word, string, phrase), where alpha-
bet S is a finite and non-empty set of symbols. The code unit is defined as a
sequence of bits. The empty sequence of symbols is called empty string and
it is represented by ε. The set of all symbols from alphabet S, free of empty
string, is represented by S+. The concatenation of two phrases x, y ∈ S is
represented by x.y.

Figure 1.1: CTU logo
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1. Data compression

Code is a triple K = (S, C, f), where

• S is a finite set of source units,

• C is a finite set of codewords (code units),

• f is an injective mapping from S to C+.

The mapping f does not map two different source units from S to the same
codeword from C, as shown Formula 1.1.

∀a1, a2 ∈ S, a1 6= a2 ⇒ f(a1) 6= f(a2) (1.1)

The string x ∈ C+ is uniquely decodable with f , when Formula 1.2 is true.

∀y1, y2 ∈ S+, f(y1) = f(y2) = x⇒ y1 = y2 (1.2)

The code K = (S, C, f) is uniquely decodable, when all strings x ∈ C+

are uniquely decodable in f . The code K is called prefix code, when none
of codewords is a prefix of another codeword. If all codewords are exactly n
symbols length in code K, the code K is called block code. The prefix codes
and block codes are often used by compression algorithms because of their
unique decode-ability during the left-to-right reading (decoding).

Compression ratio = Length of compressed data
Length of original data (1.3)

The compression efficiency can be expressed by many units of measure.
The amount of data reduction gained by the compression process is compres-
sion ratio. This compression ratio is a ratio of the length of compressed data
to the original size of data (Formula 1.3). For example, the compression ra-
tio is measured in bpb (bits per bit), bpc (bits per character) or bpp (bits per
pixel).

The compression algorithms use specific compression models to encode the
data. For example, these models could follows:

• The algorithm assigns code to each source unit irrespective to its position
(statistical compression methods).

• The Markov’s model of n-th order look at previous n source units to
assign code. The simplist of this codes, 0th order, are mentioned above.

• The models based on finite automata.
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1.2. Elementary methods

Table 1.1: RLE example

Method Data to encode Encoded data
RLE 1 babaaaaabbbaabbbba11aaa 1b1a1b5a 3b2a4b1a 213a
RLE 2 babaaaaabbbaabbbba11aaa bab@5a@3 baa@4ba1 1@3a

1.1.1 Entropy

The entropy is only theoretical minimal length but it is possible to reach
this border in some special cases. It is very difficult to measure real entropy
of source message in common usage, because not only statistical model of
0th order (context of source units with length 1) exists. For example, the
probabilities of appearances of source units pairs (context of source units with
length 2) are considered in 1st order statistical model.

1.1.2 Classification

Data compression/decompression is classified by many factors. The first clas-
sification depends on information loss during the compression process. The
data compression, as data compression algorithms, is divided into two main
parts:

• Lossy—some information loss is possible. These compression methods
achieve higher compression (better compression ratio) but they are use-
ful only in special cases (images, video, voice...).

• Lossless—information is acquired in original form. These compression
methods are best suited for data where loss is unacceptable (documents,
programs, scripts...).

1.2 Elementary methods

1.2.1 RLE

1.3 Dictionary methods

1.3.1 LZ77

It is obvious that the value of offset and the match length have to be limited to
some constant. The usually chosen value for the match length is 255 (8 bits)
and the offset is commonly encoded on 12–16 bits, so the search buffer is
limited to 4 095–65 535. In so far that there is no need to remember more
than 65 535 already encoded symbols during compression process.
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Chapter 2
Implementation and testing

2.1 Details of realised tests

The scaliness of implemented algorithms were tested on chosen files from Cal-
gary and Canterbury corpus too. The framework to scale the files is different
of the testing one. Each file is equally split to 1 000 parts (files with number
of lines less than 1 000 are split to 100 parts) by number of lines—the n th
part consists of n

1000 ( n
100) lines. Each test runs only 100–10 times (depend-

ing up the n—the size of compressed data) because of time complexity. This
cycle runs 10–100 times (10 was chosen for this tests) and the minimum time
is taken. The file splitting by the number of lines was chosen because of the
character of algorithms (word-based)—the splitting by the block of the same
size is not so predicative.

There are parameters of the computer used for tests shown in Table 2.1.

2.2 Integers distribution and encoding

The integers encoding of indexes of phrases from the word (non-word) dic-
tionary is possible cause of the only average results of compression ratio of
implemented algorithms. The decision is to get the distribution of indexes dur-
ing the encoding process (and decoding process too). The length of indexes
located in shown graphs is only hypothetical—the binary code with minimal
length.

Table 2.1: Testing computer parameters

Part Description
CPU 2.2 GHz AMD Athlon(tm) 64 Processor 3200+
MEM 2.5 GB
OS x86 64 GNU/Linux Fedora release 7 (Moonshine)
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2. Implementation and testing

The graphs of index distribution also shows the differencies between the
algorithms with sorted dictionaries (WLZWS and WLZWES) and the al-
gorithms with unsorted dictionaries (WLZW and WLZWE). The most fre-
quently used phrases are moved to the front of dictionary in algorithms with
sorted dictionary so they get lower indexes. This feature is demonstrated by
the growth of number of indexes at the beginning of the distribution. The com-
pression process of algorithms with sorted dictionaries becomes more efficient
when the code with variable length of code words (Fibonacci code) is used
but the compression efficiency is supposed to be the same at the transition
from the WLZWE2 algorithm to the WLZWES2 algorithm—the encoding by
block code.
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Conclusion

The word-based dictionary data compression algorithms (a part of lossless data
compression) are the subject of this thesis. The lossless data compression is a
very important field of research because the data compression allows to reduce
the amount of space needed to store data.

The background of data compression field was presented in Chapter 1.
There are basic notions and definitions followed by description of character-
based dictionary algorithms. The word-based dictionary compression methods
were investigated and discussed at the end of this chapter too.

The testing of memory used during compression and/or decompression
process is one of the possibilities of further research. The experiments with
files of greater size or multilingual files could be also good opportunity to
gain new improvements of algorithms. The static part of dictionaries could
improve the compression efficiency too.

The implemented methods achieve fairly good compression ratio (25–30%
at large files) with acceptable compression and decompression time. There
are possibilities of further improvements especially at semi-adaptive meth-
ods. However, the gain of these improvements is not good enough to top the
compression efficiency of other lossless data compression methods (context
methods from PPM family). The results of implemented algorithms were not
as good as it was expected but the work on this thesis showed new ways of
possible further research—word-based version of grammar-based compression
algorithms and another possibilities in the field of word-based context methods
of data compression.

The Gnuplot 4.2 utility was very useful for generation of graphs in this
thesis. There was the drawing editor Ipe 6.0 used for figures creation.
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Appendix A
Contents of CD

Visualise the contents of enclosed media. Use of dirtree is recommended.
Note that directories src and text with appropriate contents are mandatory.

readme.txt ....................... the file with CD contents description
data ........................................... the data files directory

graphs ....................... the directory of graphs of experiments
*.eps..........................................the B/W graphs
*.png .......................................... the color graphs
*.dat ...................................... the graphs data files

exe....................the directory with executable WBDCM program
wbdcm.....................the WBDCM program executable (UNIX)
wbdcm.exe.............the WBDCM program executable (Windows)

src.......................................the directory of source codes
wbdcm............................the directory of WBDCM program

Makefile..............the makefile of WBDCM program (UNIX)
thesis..............the directory of LATEX source codes of the thesis

figures .............................. the thesis figures directory
*.tex.................... the LATEX source code files of the thesis

text..........................................the thesis text directory
thesis.pdf ...................... the Diploma thesis in PDF format
thesis.ps ......................... the Diploma thesis in PS format
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