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Abstract

A scalable built-in self-test (BIST) equipment dgesi
method for combinational or full-scan circuits besen a
design of a test pattern generator producing vestor
detecting 100% of stuck-at faults is proposed iis th
paper. Basic principles of the proposed BIST design
method are similar to well-known and commonly used
methods like bit-fixing, bit-flipping, etc. We iotluce
anew TPG design algorithm, which offers a good
scalability, in terms of the test time, BIST aresrhead
and the BIST design time. The basis of the tesenpat
generator is a combinational block - the Decoder,
transforming  pseudo-random code words into
deterministic test patterns pre-computed by an ATPG
tool. The Column-Matching algorithm to design the
decoder is proposed. Maximum of output variablethef
decoder is tried to be matched with the decodeutsp
yielding the outputs be implemented as mere wites
without any logic. No memory elements are needed
to store the test patterns.

1. Introduction

With the ever-increasing complexity of present VLSI
circuits, their testing is becoming more and more
important. Using only external test equipment (ATE)
to test the chips is becoming impossible, mainlg tiu a
huge amount of test vectors, long test time andy ver
expensive ATE. Incorporating the Built-in Self-Test
Equipment (BISTE) becomes inevitable. It requires n
external tester to test the circuit, since all teuitry
needed to conduct the test is included in the eeouit.
This is paid by an area overhead, long test tintkadten
low fault coverage. Upto now, many BIST design
methods have been developed [1-3], all of thermdyyi
to find some trade-off between these four aspduts t
cannot be all satisfied in one time: la@lt coveragetest
time BIST area overheaadnd theBIST design time

To reach high fault coverage, either a long tesetor
a high area overhead is involved. A pseudo-random
testing established the simplest trade-off betwadktihese

criteria. With an extremely low area overhead theuit

can be tested usually up to more than 90% in divela
small number of clock cycles. Toimprove the fault
coverage and to reduce the test time, many enhartsm

of this pseudo-random principle have been developkd

of them are accompanied by some additional area
overhead.

Different ASIC designers integrating BIST logic ant
their circuits have different requirements. Somesm
there is a requirement to design the BIST logicsasn
as possible, regardless the area overhead andatlie f
coverage (to some extent, of course). For low-power
designs, the BIST logic area overhead should b¢ &&p
small as possible, whereas the BIST design timeots
that important. Or, and this is the most commonecas
in practice, high fault coverage is important, veeex the
BIST design time plays a small role.

We propose a flexible way how to design test patter
generators (TPGs) meetiraqy of the above-mentioned
restrictions (or, better, quality measures). Theigteer is
able to freely adjust the BIST logic design runtjrBéST
logic area overhead and BIST run time, accordirg hi
preferences. 100% fault coverage (of the non-rednind
faults) is considered in the following text. Howevthe
method may be modified so that less fault coveriage
reached, with a benefit of less area overhead.

2. Proposed TPG Design Method

The proposed test pattern generator (TPG) consists
of two main parts: an LFSR producing pseudorandom
patterns and the Decoder, which is a combinatibluaik
transforming these patterns into deterministic westtors
computed by an ATPG tool. Generating a fully
deterministic test detecting 100% stuck-at faultsuld
involve a huge combinational logic (of the Decoder)
Hence, a mixed-mode BIST is used. The BIST run is
divided into two phases: the pseudorandom and
deterministic one. The difference between our
mixed-mode BIST method and the others (like
bit-flipping [1], bit-fixing [2]) is that the two pases are



disjoint. First, the easy-to-detect faults are cedein the C-Matrix
pseudo-randonphase. Then, a set of deterministic test 10001
vectors covering the undetected faults is compuated ggﬁg\”"ﬁ‘”x Pruned C-Matrix
these tests are then generated by a transformetitire 00101\%8% o908 %8%\
subsequent LFSR patterns. This significantly redunmh 1t 01111 =>00101 01111 §
the decoderandBIST control logic No memory elements 10011\11382 10090 11200
are needed to recognize patterns that are to béfietbd \ﬂgéi S
(like in [2]); switching between the two phasehandled 10010
by the BIST controller counter. PRPG Patterns

Figure 2: Assignment of the rows

TPG
LFSR . .
|——7| 3.1. The Column-Matching Algorithm
Now there is the task to assign the rows to ealkhrpt
so that the Decoder logic will be as small as fbssiThe
Switch | |mode column-matching algorithm has been developed f@ th
m purpose. The principle of the algorithm is to assadj the
T matrix rows to some of th& matrix rows so that some
columns of theT matrix will be equal to some of the
pruned C matrix columns in the result. This involves

no logic needed to implement thesematrix columns
(outputs of the decoder); they are implementedrapls

Figure 1. Proposed BIST scheme wired connections. This idea can be extended to a
_ negative matchingby allowing negated columns to be
3. The Decoder Design matched. An illustrative example is shown in FigT8e

matched columns of the prun&l matrix andT matrix
from Fig. 2 are shown here. TAHematrix columny; is
matched with th€ matrix columnx; (negatively), thely;
with X, (negatively) andy, with x, (positively). Thus, the
outputs y;, y; and y, are implemented without any
combinational logic, while the remaining outputsvéa
to be synthesized using some standard two-leveledoo
minimization tools, like ESPRESSO [4] or BOOM [§, 6
which has been developed especially for this pepos

For more detailed description of the column-matghin
algorithm see [7, 8].

The Decoder is designed by the column-matching
algorithm proposed here.

Let us have am-bit LFSR running fomp clock cycles.
The code words generated by this LFSR are described
by a C matrix (code matri¥ of dimensionsg, n). These
code words are to be transformed into deterministst
patterns computed by an ATPG tool. The patterns are
described by & matrix gest matriy. For anr-input CUT
and the test consisting sfvectors theT matrix has
dimensions g, ). The rows ofthe matrices will be
denoted asvectors The Decoder logic modifies the
C matrix vectors to obtain all tHe matrix vectors. As the

proposed method is restricted to combinationaludisc %% ¥-Y y0: X“, X
the order of the test patterns is insignificanndfig a Yi=%s o
transformation from th&€ matrix to theT matrix means y2: X2’X3 + X2 Xq
coupling each of the rows of theT matrix with distinct )3;3:2

=

rows of theC matrix — finding arow assignmenfFig. 2).
The Output decoderis a combinational block

transformings n-dimensional vectors of thé matrix into Output Decoder PLA

sr-dimensional vectors of th& matrix. The decoder is Figure 3: Column-matching example

represented by a Boolean function havimgnputs and

r outputs, where only values sfterms are defined; the 3.2, Mixed-Mode Column-Matchina BIST
rest are don’t cares implicitly. This Boolean fuontcan o 9

be described by a truth table, where the output par Example

corresponds to th& matrix, while the input part consists As it was stated before, the test is divided imtm t

of s C matrix vectors assigned to tflematrix rows. The phases — the pseudorandom and deterministic one. An
set of such vectors will be denoted gzranedC matrix artificial illustrative example is shown in Fig. 4.

The BIST logic for a 5-input circuit is to be sya#lized
here. A 5-bit LFSR is run for 5 cycles first, by iath the
easily testable faults are detected. Then we ranfdblt



simulation to find the undetected faults, for whible test
vectors are generated by an ATPG. At the end thedé

logic is synthesized for these tests and the suwieseq
LFSR patterns. The resulting circuitry is showrfig. 5.
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Figure 5: Resulting BIST circuitry

4. The Scaling

The BIST equipment design methodology should cope
with the designer’s needs, thus be as scalablessie.
The above mentioned four aspects (area overheal, fa
coverage, test time, design time) play a big rolehe
overall design and cannot be optimally satisfiéd al

The column-matching based TPG design method is
very well scalable in all these aspects. The ways
of scaling are described in this section. The faalterage
aspect will not be discussed here, since 100% tefctid
faults is assumed, see the Introduction.

4.1. Lengths of the Phases

Parameters that most essentially influence the TPG
area overhead and BIST design time are the lenygttie
two BIST phases. Of course, the BIST execution tisne
given by the lengths of the phases directly.

(by increasing the number of repetitions). Moreggarce

the method is not based on any algebraic compuatgtio

is applicable to any type of pseudo-random pattern
generators, e.g., cellular automata.

The number of the covered faults as a functiorhef t
number of LFSR cycles applied to the CUT follows th
saturation curve. First few vectors detect the migjo
of faults, and then the fault coverage increaseky on
slightly. Thus, the pseudo-random phase should be
stopped when the fault coverage does not improve fo
given number of clock cycles. This number can leelfr

adjusted, according tothe application specific
requirements (the trade-off between the test tintkaea
overhead).

To illustrate the scalability of the method in term
of the length of the pseudo-random phase, the BIST
structure was designed for several ISCAS benchmarks
[11, 12]. The results are shown in Table 1. The
benchmark name is shown in the first column. TPR”
column indicates the length of the pseudo-randoasgh
the “UD” column shows the number of faults that were
left undetected in this phase. The length of the
deterministic phase was set constantly to 1000 kcloc
cycles. The GEs” column shows the total complexity
of the column-matching BIST design, in terms of gfate
equivalents [13]. The time needed to complete the
column-matching procedure is indicated in the last
column. The experiment was run on a PC with 1 GHz
Athlon CPU, Windows XP.

Table 1: The pseudo-random phase length

bench PR ubD GEs Time [d]

s5378 5K 89 65.5 2259
10K |63 315 767
20K |48 16.5 104

s9234.1 | 1K 1674| 883 52 300
50K | 773 | 3335 4 400
200K | 599 | 2125 1600

s13207.1| 1K 1793 699 208 K
10K |617 | 280 3480
50K |182 | 36 128

A big trade-off between the test length and theaare

The aim of the pseudo-random phase is to detect as overhead can be seen here. The longer the psendoma

many faults as possible, while keeping the testetim
acceptable. Two aspects play role here: the LFSR
polynomial and seed and the test length. Severtiads
computing the LFSR seed to achieve a good fault
coverage have been proposed [9, 10]. However, for
simplicity, we just repeatedly select the seed oamg,
evaluate the fault coverage reached by using d,satect

the best one. This approach allows us to reachaa go
fault coverage as well, whereas the fault coveragg be
almost arbitrarily improved, for a cost of the iom

phase runs, the less area overhead is reached.
Consequently, the BIST synthesis time reduces #s we

In the deterministic phase we synthesize deteriignis
vectors from some of the LFSR patterns that folkbe
pseudo-random phase. With increasing number of LFSR
patterns the chance for finding more column matches
increases as well. This is due to having more yeetbr
selecting the LFSR vectors to be assigned tothe
deterministic vectors. However, the design runtime



rapidly increases with the number of vectors. Tisis
illustrated by Table 2. Its format is retained fraiable 1,
the “Det.” column indicates the length of the
deterministic phase. It may be observed that aetcdfl
between the test time and area overhead can bly free
adjusted here too, according to the demands oBt&&
designer. The lengths of both the phases significan
influence the BIST design time as well. The design
process is being sped up when increasing the lesfgtie
pseudo-random phase, since the number of detetiinis
vectors is being reduced this way. On the othedhan
increasing length of the deterministic phase sloan
the Decoder design process.

Table 2: Influence of the the length of the
deterministic phase

bench inps PR Det.| GHsTime
[s]

c3540 | 50 1000 | 200 34| 0.32
500 29.50.52

2000 | 16.51.47

5000 | 77.52.93

s1196 | 32 5000 | 200 25\9.17
500 25 | 0.32

5000 | 9 2.16

10000| 4.5| 5.83

4.2. Scaling the LFSR Width

As it was said before, the column-matching alganith
is primarily designed for a test-per-clock BIST. €Th
number of the LFSR bits has either be equal to the
number of CUT inputs (which involves a large LFSR
overhead), or it may be scaled down by using a hiiig
logic. The effect of such a scaling will be shovaré

When the weighted pattern testing is used [14, &5],
new block has to be introduced into the BIST desighe
weighting logicblock, see Fig. 6. The LFSR width) (
may be then less than the number of CUT inpuns the
number of TPG outputs is increased by applying the

weighting logic block.
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Figure 6. Weighted column-matching BIST
scheme

The effects of the LFSR scaling are shown in Table
for the ISCAS s13207.1 benchmark having 700 inputs
and compared with a standard approach (when ndweeig
are used). TheL'FSR column indicates the width of the
LFSR usedn). In a case of weighted pattern testing the
number of gates needed for the weighting logichimwan
in the next column. The total TPG area overhead
(including the LFSR) is computed in terms of gate
equivalents [13]. Am-input NAND gate counts for Ob
GEs, the two-input XOR gate (used in LFSR) is 2EsG
The size of a D flip-flop is considered to be 4 GR#&
have tried to scale down the originally 700-bit EFS
to 30 bits. It can be seen that optimum resultoatained
for the 50-bit LFSR, the TPG area reduction is nibsn
70% with respect to the original (700-bit unweighte
case. When the LFSR width is scaled down more, the
TPG area overhead rapidly increases, since thehtezig
LFSR is not able to cover enough faults, due toiced
randomness of the patterns. The column-matchingjtses
for the 30-bit LFSR are not present, due to venghhi
column-matching algorithm runtimes.

Table 3: LFSR scaling

LESR (r) w. gates| time|s GE
700 (no weights) - 4720 297%
700 (3 weights) 518 245 336}
200 (3 weights) 365 653 123}
50 (3 weights) 365 2835 671
45 (3 weights) 365 3423 693
40 (3 weights) 365 29434 128B
30 (3 weights) 365 - -

4.3. Multiple-Vector Column-Matching

The more “freedom” has the column-matching
algorithm in selection of the matches, the better i
performs. Some ATPG tools [16] are able to produce
more than one test pattern per one fault. This lzan
efficiently exploited by the column-matching algbr.
The test set is then much larger, yielding the molu
matching process be slower. However, due to more
freedom for a column match selection, the areahef t
Decoder is less. This is documented by Table 4. The
“vct/flt” column indicates the number of test vectors per
one fault. The total number of generated test veci®
shown in the next column. The TPG design time asd i
area overhear (wrt. the original circuit) is shomext. The
improvement with respect to the original, one-vecto
method is indicated in the last column.

Table 4: Multiple-vector column-matching

bench | vct/flt] vcts] time[s] overhead imjr.
clo08 |1 36 6.7 5.7 %
10 340 | 55.9 3.0% 48 %
c3540 |1 31 3.9 2.2 %




bench | vctfl| vcts| time[s] overhead imypr.

c3540 10 101| 19.1 1.6 % 27 Yo

100 555 | 90.0 1.3 % 42 %
c7552 |1 106 | 1104.8 | 17.0 %

10 1206| 16124.7 14.8% 13 o
s1196 |1 55 55 11.1 %

10 259 | 109.0 7.8 % 30 %o
s1238 | 1 33 2.9 6.7 %

100 95 16.7 4.6 % 31 %
sb378 | 1 19 7.7 15%

100 258 | 1815 0.9 % 40 %o
s9241.1| 1 52 160.7 5.3%

10 564 | 3508.6| 4.9% 10 Yo

5. Experimental Results

5.1. Comparison with Other State-of-the-Art
Methods

The proposed column-catching method is compared
with the bit-fixing accompanied by a “bit-correlagy’
ATPG [2], the “3-Weight Weighted Random BIST”
proposed in [15] and the row matching method [3je T
comparison is shown in Table 5. TH&L” columns
indicate the total length of the test, th@Es” columns
give the number of gate equivalents ofthe BIST
combinational circuits and thdit:” columns indicate the
number of literals in the sum-of-product (SOP) form
of the decoding logic. Test lengths have been set
approximately equal. The empty cells indicate ttie
data for the respective circuit was not available.

Table 5: Comparison results

Bit-fixing [2] | Weighted BIST Row Column
[15] matching [3] Matching
Bench TL lit. TL lit. TL GEs| TL GEs
c880 - - 640 21 1K 15
c1355 18K |0 15K |15
c1908 | - - - - 47K | 8 3K 10.5
c2670 | 10K | 385 |8K 269 6 K 119 |5K 113
c3540 | - - - - 48K | 4 55K |15
s420 10K | 59 1.4K 67 - - 1K 24.5
s641 10K | 98 768 45 77K | 6 4K 15
s713 - - - - 48K | 4 5K 16.5
838 10K | 183 |3.1K |108 - - 6 K 130
s1196 | 10K | 97 16.8K | 67 10K | 36 10K |6
s1238 | - - 17 K 33 - - 4 K 26.5
sb378 | 10K | 332 | 184K |68 - 11K |19.0
5.2. Results for Standard Benchmarks

Since the comparison shown in Table 5 describes
results for a few small benchmark circuits only, wi
present a more exhaustive result table (Tableo8)sdme
of the “bigger” and hard to test ISCAS [11, 12] and
ITC'99 [17] benchmarks. The BIST circuitry was
synthesized in two modes for each benchmark - finst

test length was set to be relatively small (thetevhdws).

In the second mode a big effort has been put taitdw
area overhead in a reasonable time. The test isred
and some improvement techniques are sometimes used.
This is indicated in the method” column. The legend
to the values is below the table. THeaps” column
indicates the number of the benchmark inputs,“Thg
column gives the lengths of the two phases. The nex
column shows the total number of column matché} (
reached. The complexity of the switching logic e®wn

in the “SW GES column, the complexity of the output
decoder in“OD GEs”. These numbers are summed
together in théTotal GES’ column and the percentage of
the area overhead of the Output Decoder and Switith,
respect to the CUT GEs is shown in tiB#ST Overhead
column. The runtime needed to complete the column
matching process is indicated in the last column.

6. Conclusions

A scalable mixed-mode BIST equipment design
method based on eolumn-matchingprinciple has been
proposed. Pseudorandom LFSR code words are being
transformed into deterministic test patterns. The
transformation is being done by a purely combinmetio
block; no additional registers are required.

The pseudo-random and deterministic phases are
separated, which enables to reach less area oderhea
of the control logic. The lengths of both phasesyrha
freely adjusted to find a trade-off between thd teme
and area overhead. It has been shown that thehlengt
of the pseudo-random phase has a crucial impat¢h®n
result. The length of the deterministic phase mfices
the result as well, though not that significantly.

A big scalability of the method, in terms of theear
overhead, test time and design time is shown. Ayted
pattern testing principle is used to reduce theR kgdth.
Next, multiple-vector column-matching method redhggi
the area overhead is proposed.

The algorithm should serve as a basic guideline how
to design more complex BIST designs, i.e., the iplelt
scan chain based BIST, the STUMPS architecture, etc
The method should be as general, as the otherditate
the-art methods are (e.g., bit-flipping, bit-fixingThe
obtained results, in terms of the area overhead, ar
comparable to the other methods, sometimes they are
significantly better. The method has been tested on
standard benchmarks and the results were compatied w
other state-of-the-art methods.
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Table 6: Results for standard benchmarks

Bench inps| TL (PR + Det.)) methpd M SwW oD Total BIST Time [s]
GEs | GEs GEs Overhead
c7552 207 | 7TK+1K 131 261 325 586 19 % 500
10K+ 1K 2) 155 100 [168.5 |456.5 |15% 887
s713 54 500 + 500 52 24 3 27 8 % 0.56
3K+1K 54 18 0 18 5% 0.32
1196 32 2K+1K 28 13.5| 235 37 7 % 1.20
9K+1K 32 6 0 6 1% 0.04
59234 247 | 50K +1K 208 163.5 156 3195 8% 350
200K+ 1K 1) 225 127.5 |66 1935 |5% 3500
s13207.1 | 700 | 1K+1K 638 456 294 750 13 % 4000
50K + 1K 700 36 0 36 <1% 13
s15850.1 | 611 10K+ 1K 478 3976 187 5845 9% 2 81
100K + 2 K 553 306 |66.5 3725 |5% 1244
s38417 1664| 10K+ 1K 1240 136% 13895 1389.5 %17 24 K
100K +2 K 2) 1503 |1245 |489 1734 |11 % 17K
s38584.1 | 1464| 10K+ 1K 1435 3795 57.5 437 3% 50 6
100K +1K 1464 |165 |0 165 1% 34
b12 126 1K+1K 117 37.5| 45 82.5 9 % 40
10K+ 1K 1) 118 33 34 67 7% 1080
b14 277 1M/2K 84 318 8017 8335 141 % 170K
100 M /1K 90 328.5 | 2663.5 |3319.5 |56 % 100 K

1) 10 vectors per fault
2) 3-weights



